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Fig. 1. False color picture 
of the PDR in the Orion Bar. 
Blue is emission in the 3.3- 
ptm PAH emission feature 
(30). Green is emission in 
the 1-0 S(1) H2 line at 2.122 
,um (31). Red is emission in 
the CO 1-0 transition (32). 
For the near-IR maps (PAH 
and H2), absolute registra- 
tion was determined from 
the pixel size and the posi- 
tion of the (unrelated) star 
02A Ori (1950 coordinates: 
5h 32m 55.4S, 50 26' 50.7") 
present in both images [at 
the (0,0) position]. There is 
essentially no continuum at 
these wavelengths (33). 
The exciting star, 01C Ori, 
and the ionized gas are lo- 
cated to the northwest. For 
all three molecular tracers, 
the emission is concentrat- l 
ed in a bar parallel to but 
displaced toward the southeast of the ionization front. The FUV (hv < 13.6 eV) photons from the 
ionizing star penetrate the atomic and molecular cloud and photodissociate, photoionize, and heat 
the gas. Each of these molecular tracers interacts differently with the radiation field, and hence, this 
comparison allows us to study the penetration of FUV photons. 

K) than the dust. We compare these theo- 
retical predictions with observations of the 
PDR associated with the prominent ioniza- 
tion front to the southeast of the Orion Hil 
region, the Orion Bar. 

The ionizing star, O'C Ori, has created 
an optically bright, bowl-shaped HIl region 
on the surface of the Orion molecular cloud 
(3). The Orion Bar is the limb-brightened 
edge of this bowl where an ionization front 
is eating its way into the molecular cloud. 
Optically, the HiI region shows a sharp 
edge to the southeast. The bar itself is 
particularly prominent in the radio (free- 
free) and in the [OI] X6300 A and [Sil] 
X673 1 A lines (4, 5). The IR and millime- 
ter emission studied here is located to the 
southeast of the optical and radio emission 
(Fig. 1). Each of the different tracers shows 
a relatively narrow emission zone parallel to 
but offset from (to the southeast of) the 
free-free emission (6). The 3.3-,um PAH 
emission feature coincides with emission in 
the [Sill X6731 A (5), which traces the 
front surface of the PDR (7). The peak in 
the H2 emission is displaced further into the 
molecular cloud by about 10 arc sec, where- 
as the CO emission peaks about 20 arc sec 
deeper into the molecular cloud (Fig. 1). 
Maps of this region at 609 ,um ([CI]) reveal 
a similar narrow, barlike structure coinci- 
dent with the CO bar in our data (8). 

The observations of the Orion Bar are 
typical for an edge-on PDR. The 3.3-,um 
emission feature and the associated features 
at 6.2, 7.7, and 11.3 jim are very charac- 
teristic of PAH materials either in gaseous 
or solid form (9). The observed high exci- 

tation in the Orion Bar far from the illumi- 
nating star implicates, however, a molecu- 
lar carrier with typically 50 C atoms (9, 
10). Because PAH molecules (or solids for 
that matter) are very stable against photo- 
dissociation in atomic zones, the observed 
3.3-,um intensity traces the attenuation of 
the pumping FUV photons. In contrast, H2 
and CO are very susceptible to photodisso- 
ciation, and their emission zones will be 
displaced into the cloud by 2 and 4 magni- 
tudes of visible extinction, respectively. 

Hence, the separation between the 
emission peaks of the different tracers 
measures directly the FUV penetration 
size scale. Adopting a hydrogen column 
density, N, per magnitude of visual ex- 
tinction, NH/AV = 1.9 x 1021 cm-2 
mag' (I ) and a distance of 500 pc, the 
observed scale size of the region (5 arc sec 
per magnitude of visual extinction) im- 
plies a gas density of 5 x 104 cm-3 for a 
homogenous region viewed edge-on. A 
viewing angle of 450 would change this 
density estimate to 104 cm-3 (12). Figure 
2 compares observational cross cuts across 
the Orion Bar in the PAH, H2, and CO 
lines with detailed PDR model calcula- 
tions for a homogenous slab of density 5 x 
104 cm-3 faced edge-on (line-of-sight ex- 
tent 0.12 pc) (13). Given a density and 
incident FUV field (14), these models 
calculate the energy balance, chemical 
composition, and radiative transfer in the 
FUV and the cooling lines self consistent- 
ly (1). Details of these model calculations 
will be described elsewhere (12). Here, we 
point out that the observed and calculated 
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Fig. 2. Comparison between (A) calculated 
and (B) observed cross cuts through the 
Orion Bar. The observed cross cut was taken 
through the center of the map (-38.9 arc sec, 
-24.5 arc sec) at a position angle of 450 
(perpendicular to the bar). The calculated 
intensities (12) have not been convolved 
with beam profiles. The observed separation 
between the emission peaks is mainly sensi- 
tive to the FUV dust absorption column density. 
For standard dust parameters, a good match is 
obtained for a density of 5 x 104 cm-3. 

emission scale size are in excellent agree- 
ment for this density. Calculated absolute 
intensities also agree reasonably well with 
the observations (12). 

The inferred density of 5 x 104 cm-3 
agrees well with independent estimates of the 
density in the Orion Bar. The ionized gas in 
the Orion Bar region has an estimated density 
of 6 x 103 cm-3 (15). If we assume pressure 
equilibrium across the ionization front, this 
estimate requires a neutral gas density of 105 
cm-3 for a temperature of 1000 K. Molecular 
observations (of CS, HCN, and CO) also 
reveal densities in the range 104 to 105 cm-3 
in the Orion Bar (12, 16). Because PDRs are 
generally clumpy (17), this can affect the 
penetration of FUV radiation into a region 
considerably (18). However, theoretical stud- 
ies (12) show that the clumps present in the 
CO map have little influence on the FUV 
penetration into the Orion Bar because of 
their low volume-filling factor. In contrast, on 
the much larger scale of the whole Orion 
nebula (= 10 arc min), the clumpy and fila- 
mentary structure of the molecular cloud 
dominates the PDR emission scale size (19). 
We note also that a high-density clump com- 
ponent is required to explain some of the 
observed emission characteristics of the Orion 
Bar, including bright, high-level CO emission 
and some Hz line ratios. 
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- C+, S+, …  ions  and H, O,  … atoms 

- e- and vibrationally excited H2
* 

- Reactive ions  (CH+, SH+ , …)

- PAHs and COMs’ isomers (cis-HCOOH, … )

Orion Bar a strongly FUV-irradiated PDR  
harsh environment but peculiar chemistry

Orion Bar Chemistry: Jansen +95, Young+00;  Fuente +03; Simon+97; Marconi+98; Allers+05;  van der Wiel +09;  Habart+10 
Goicoechea +11,+17; van der Tak+12,+13; Cuadrado +15,+16, +17; Nagy+13+17, Faure+17; Putaud+19 and many others 
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Sharp physical and chemical gradients in PDRs at small scales
à 414 AU ≈ 1’’ in Orion à ∆AV ~ 1 mag @ 106 cm-3 à ALMA & JWST

(sub)mm: polar molecules Mid-IR: H2 & PAHs
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The Orion  Bar  today … 1’’ resolution

Goicoechea et al. 2016, Nature
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Figure 2. ALMA images of the Orion Bar. (a) HCO+ J=4-3 integrated line intensities !!!!!
!"#!.                 

(b) CO J=3-2 line intensity peak !!"#$!"!!!!. Compared to Figure 1, images a and b have been 

rotated by 37.5º clockwise to bring the UV illuminating direction from the Trapezium stars 

roughly in the horizontal direction. The FoV is ~58’’x52’’ (0.12pc x 0.10pc). (c) Vertically-

averaged crosscuts perpendicular to the Bar in !!!!!
!"#! (blue curve) and !!"#$!"!!!! (red curve). The 

position of the ionisation front21 is shown with a dashed curve, while the dash-dot line shows the 

position of the H2 dissociation front21. (d) Probability density function of the !!!!!
!"#! !emission in 

the observed field (magenta triangles) and in the compressed layers between δx=7’’ and 30’’ 

(black squares). The green curve shows a lognormal fit. 
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structures at the cloud edge
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ALMA / HCO+ (4-3)

203-506

HH 519

A)
B)
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D)

Figure 1: Overview of the 203-506 proplyd . A) Hubble Space Telescope color image (NASA, ESA and L.
Ricci (ESO)), 203-506 is seen in silhouette against the bright background. B) [OI] 6300 Å image (Bally et
al. 2000), tracing emission from the warm disk surface where OH is photodissociated (Storzer & Hollenbach
1998). C) ALMA HCO+ (4-3) image of the same field as B), the ALMA beam (1”) is shown is the large
circle the corner, and the small circle is the beam size adopted for the present proposal. D) HCO+ (4-3)
spectral line towards 203-506 extracted over a region 1.5⇥1.5 arcseconds.

Preliminary photoevaporating disk models of 203-506: We have tested this hypothesis by
running a dedicated physical model combined to a radiative transfer model. The physical model is
based on the Meudon PDR code (Le Petit et al. 2006, Champion et al 2017). Assuming that 203-506
is subject to a radiation field equal to that of the Orion bar (i.e. G0 = 2⇥ 104 times the interstellar
standard radiation field, Marconi et al. 1998) it allows us to derive the HCO+ abundance as a func-
tion of temperature, in the photoevaporation flow and in the disk, while reproducing the observed
emissions of HCO+ (4-3), vibrationally excited H2 i.e. the (1-0) S(1) line and the [OI] 6300 Å line.
The HCO+ abundance as a function of temperature resulting from this model is shown in Fig 2A
where it can be seen that most of the HCO+ is found at temperatures above 600 K. Hence, most of
this gas is unlikely to be gravitationally bound to the star, and this confirms the idea that it could
be in the photoevaporation flow. The HCO+ abundance vs temperature profile was then inserted
into a 3D radiative transfer model based on the LIME code (Brinch & Hogerheijde 2010). We used
the GASS code (Quénard et al. 2017) to generate the 3D physical structure of the Keplerian disk
using the parametric prescriptions from Williams & Best (2014) to which we added an isothermal
(temperature derived from the PDR code) photoevaporation flow escaping from the disk surface with
a density profile decreasing following spherical divergence (Tielens 2005). Playing on the main free
parameters of this preliminary model (in particular the density at the base of the photoevaporation
flow and flow velocity) we were able to find good fits to the observed line profile (Fig. 2) for stellar
masses ranging between 0.1 and 1 MSun (representative of the population of low mass stars in Orion).
However, for the same range of stellar masses, we have not been able to produce a good fit to the
line when no photoevaporation flow is included (Fig. 2): in this case the line is systematically double
peaked. This suggests that, unlike molecules like CO which are abundant in colder regions of the disk,
HCO+ (4-3), with a relatively high critical density of ⇠ 5⇥106 cm�3 and e�cient chemical formation

2

UV-irradiated 
protoplanetary disks

HST

Great targets
for JWST, ELT,
& SPICA-MIR

Champion+16

DF = H2 dissociation front
IF = Ionization front

50’’x50’’
(0.1 pc x 0.1 pc)

Orion Bar PDR
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A&A 615, A129 (2018)

Fig. 7. Excitation diagram of the di↵erent tracers observed in the Orion Bar (red squares) and the best model (black, Pth = 2.8⇥ 108 K cm�3,
A

tot
V = 10 and global scaling factor f = 1.3). The best model has been chosen to optimise the fitting of the 12CO (high-J lines), rotational H2 and

CH+ lines only. In the last panel, the intensity values are normalised by the mean observed value for each line. The grey lines show the obtained
variability when the thermal pressure is divided (dashed lines) or multiplied (plain lines) by a factor of 1.5. The best value for the scaling factor
was found to be 2.0 for the model at Pth/1.5 and 0.9 for the model at Pth ⇥ 1.5.

either to an increase of the photoelectric heating e�ciency or
a larger H2 formation rate on grains at high temperatures or to
dynamical e↵ects such as advection. The e↵ect of an advancing
photodissociation front was also invoked in NGC 7023 NW to
account for the non-equilibrium values of the ortho-to-para ra-
tio (Lemaire et al. 1999; Fuente et al. 1999; Fleming et al. 2010;
Le et al. 2017). Since our models of NGC 7023 and Orion Bar
successfully account for both CO high-J and H2 line intensities

(as well as the ortho-to-para ratio), it is worthwhile investigating
the underlying reason.

In our models, we used the prescription of Le Bourlot et al.
(2012) that considers the formation on grains via the LH and
the ER mechanisms. The resulting formation rate at the edge
of the NGC 7023 and Orion Bar models are found to be three
to four times higher than the rate determined for the di↵use
gas of ⇠3⇥ 10�17 cm3 s�1 (Jura 1974; Gry et al. 2002). The ER

A129, page 14 of 20
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A&A 617, A77 (2018)

Fig. 3. Map of H2 v = 1�0 S (1) integrated intensity (Walmsley et al.
2000) with overplotted contours of the CO J = 19–18 integrated inten-
sity. The observations are not convolved, so that smaller structures are
visible. The intensities are in units of erg s�1 cm�2 sr�1.

width is in agreement with our derived FWHM mainly due to
the inclination effect. The physical thickness of the high-J CO
emission region must be much smaller.

3.2. Comparison with a tracer of the H/H2 transition

We compare the high-J CO emission to the vibrationally excited
H2 emission, which originates from the thin PDR surface and
delineates the H/H2 transition. The H2 v = 1�0 S (1) integrated
intensity map with contours of CO J = 19–18 integrated intensity
for the whole area where the high-J CO line was observed is
plotted in Fig. 3. The H2 v = 1�0 S (1) was observed from the
ground with a resolution of ⇠100 (Walmsley et al. 2000).

First, we find that the high-J CO emission peaks close to the
peak of the H2 vibrational emission. A small shift (.500) farther
into the molecular cloud is generally observed for the CO emis-
sion. In specific places (i.e., in the center of the Bar, see Fig. 3), a
spatial coincidence between the H2 1�0 S (1) and CO J = 19–18
peaks is observed. A shift between the two tracers is expected
because CO is formed when H2 is self-shielded, that is, after
the H/H2 transition. On the other hand, the small shift between
the H2 and CO emission shows that the C+/C/CO transition may
occur near the H/H2 transition. Much of the high-J CO emis-
sion must, in fact, originate after the H/H2 transition and at the
C/CO transition before the gas temperature decreases. Our data
cannot fully characterize the small shifts, but they are, however,
in agreement with the recent work of Goicoechea et al. (2016)
based on ALMA data, showing that there is no appreciable off-
set between the edge of the observed CO J = 3–2 and HCO+ J =
4–3 lines and the H2 vibrational emission. This is not expected
in static equilibrium models of PDRs and is discussed in
Sect. 5.

Second, Fig. 3 shows that the FWHM of the vibrationally
emission H2 is about ⇠1000, narrower than those observed for
High-J CO. A similar FWHM is observed for the rotationally
excited H2 emission (e.g., Allers et al. 2005). Furthermore, sev-
eral substructures (with a typical width of 1�200) are observed in
the H2 vibrational emission. High-J CO emission might originate
from these substructures, but this cannot be determined from our
data since these details are not resolved.

Fig. 4. Map of the CO J = 19–18 integrated intensity. The contours
of 13CO J = 12�11 lie at levels of 0.5, 0.6, 0.7, 0.8, and 0.9 of
the peak emission in the Bar. The intensities are given in units of
erg s�1 cm�2 sr�1.

3.3. Comparison with tracers of dense gas

In Fig. 4, we compare the CO J = 19–18 (137.3 µm) integrated
intensity map to the 13CO J = 12�11 (209.5 µm) integrated
intensity map. The CO J = 19–18 line is not convolved to the
beam of the 13CO J = 12�11 line, but the angular resolutions
of the two maps are similar, 900 for CO J = 19–18 emission and
⇠1200 for 13CO J = 12�11 emission. The J = 19–18 line is shifted
by ⇠500 relative to the 13CO line toward the ionizing stars. This
is expected as the 13CO J = 12�11 line comes from a lower
energy transition and it will peak deeper in the Bar. On the other
hand, the 12CO J = 12�11 line is not significantly shifted com-
pared to the 13CO J = 12�11 (see Fig. A.1). The map of the
13CO J = 12�11 line also shows emission knots northeast and
southwest of the Bar.

Another high-density tracer is the CS species. Lee et al.
(2013) mapped the Orion Bar region in CS J = 2�1 line, and two
of the starless dense cores they mapped fall in the area we have
observed. These condensations with a typical width of 5�1000
have also been mapped by Lis & Schilke (2003) in H13CN,
which is another dense core tracer. The emission knots in the
13CO J = 12�11 line appear to correlate with the dense cores as
traced by H13CN or CS (see Fig. 4 in this article and Fig. 4 in
Lis & Schilke 2003). Lis & Schilke (2003) found cores 3 and
1 to correspond to knots of enhanced emission in the northeast
and southwest part of the Bar. This is further evidence that the
high-J CO emission is sensitive to higher column and/or vol-
ume density in this region. However, compared to the CO J =
19–18 emission, these cores and their fragments are located
deeper inside the molecular cloud. The CO J = 19–18 emission
is shifted ⇠500 toward the ionizing stars from the H13CN and CS
J = 2�1 emission.

4. High-J CO excitation

4.1. Spatial distribution of the CO J = 19–18 to CO J = 12–11
intensity ratio

To investigate the excitation of highly excited CO, we show in
Fig. 5 the contour of the intensity ratio of CO J = 19–18 to
CO J = 12–11 on top of CO J = 19–18 emission (left panel).

A77, page 4 of 11

Fully sampled high-J CO maps

Herschel/PACS Parikka, Habart +2018
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where ^k& is the average opacity @5poko1(12po)k1# ,
l is the correlation length (ie., clump size), and the op-
tical depth scale t i is given by k il . Thus, depending on
the clump filling factor and the density contrast between
clump and interclump gas, the penetration of far-
ultraviolet radiation can vary by orders of magnitude
(Boissé, 1990). Figure 6 shows an example of the effects
of clumps on the intensity of the penetrating far-
ultraviolet field. For example, in the limit to@1 and t1
@po (few clumps), the effective extinction coefficient is
equal to k1 and the solution is well described by the
homogenous solution for the interclump gas. In the op-
posite limit, t1!po (empty interclump medium), ke is
equal to pol 21 or poko , depending on the ratio of the
extinction size scale to the clump size scale. In this limit
the clumps control the far-ultraviolet penetration.

Observations show that bright PDRs, such as the
Orion Bar or the M17SW core, are in the first limit
where the interclump gas controls the far-ultraviolet
penetration. For typical parameters of the M17SW core,
for example, the effective extinction coefficient, ke
.k1 , is about 10 pc21. The same mass distributed ho-
mogeneously would have an extinction coefficient of
.420 pc21 (Stutzki et al., 1988; Meixner and Tielens,
1993). Thus, over the size of this core (2 pc), the far-
ultraviolet extinction is 20 in the clumped distribution as
compared to 840 for the homogenous distribution. The
second limit discussed above seems to be more appro-
priate for penetration of far-ultraviolet radiation in giant
molecular clouds, where the clump to interclump con-
trast is very large, *103. With scale sizes of 35 AU,
densities of 53104 cm23, to.0.03, a volume filling fac-
tor of 0.003 for the clumps, and interclump densities of
.50 cm23 (Falgarone and Phillips, 1996), shadowing of

one clump by another now regulates molecular abun-
dances.

One important characteristic of far-ultraviolet pen-
etration into clumpy clouds is the existence of large fluc-
tuations in the mean intensity at a given depth (Boissé,
1990; Spaans, 1996). These fluctuations are particularly
important when individual clumps are optically thick,
scattering in the clump or interclump gas is unimportant
(k1 /ko!1), and the cloud is illuminated by a unidirec-
tional field (i.e., a nearby star). This is illustrated in Fig.
7, which shows that, for these conditions, at great depth
the variance becomes larger than the average intensity.
In this limit, the far-ultraviolet field can fluctuate by
;exp(to) (Monteiro, 1991; Störzer et al., 1997). When
any of these restrictions is relaxed, fluctuations become
of lesser importance and may be no more than a small
factor in realistic situations (Boissé, 1990).

B. Chemistry in PDRs

PDR chemistry has been discussed in detail by Tielens
and Hollenbach (1985a, 1985c), Hollenbach et al. (1991),
Le Bourlot et al. (1993), Fuente et al. (1993, 1995), Jan-
sen et al. (1995a, 1995b), Sternberg and Dalgarno
(1995), and Bergin et al. (1997). It derives rather directly
from the chemistry of those more transparent PDRs, dif-
fuse and translucent clouds (Glassgold and Langer,
1974, 1976; Black and Dalgarno, 1977; Federman et al.
1980, 1984, 1994; Danks et al., 1984; van Dishoeck and
Black, 1986, 1988, 1989; Viala, 1986; Viala et al., 1988;
Federman and Huntress, 1989; van Dishoeck, 1991;
Heck et al., 1992; Turner, 1996, and references therein)
PDR chemistry differs from standard, interstellar, ion-
molecule chemistry8 in a number of ways. Obviously,
because of the high far-ultraviolet flux, photoreactions
are very important, as are reactions with atomic H. The
formation and photodissociation of H2 is central to
PDRs, and we begin with a discussion of H2 chemistry
and H2 far-ultraviolet-pumped heating. Once H2 has
formed on grain surfaces and evaporated into the gas,
gas-phase chemistry can produce the other species. Elec-
tron recombination and charge-exchange reactions are
important for the ionization balance. Photodissociation
of CO and photoionization of C keeps carbon in C1

relatively deep into the cloud and produces significant
columns of C at intermediate depths. The far-ultraviolet

8Standard interstellar chemistry is concerned with reactions
inside dense molecular cloud cores that are opaque to far-
ultraviolet photons. Such cores can still be penetrated by en-
ergetic cosmic-ray particles, leading to ionization of the abun-
dant H2 and He. This ionization can be passed on to other
species through charge-transfer reactions until it is finally lost
through recombination reactions. The resulting low level of
nonequilibrium ionization drives the chemistry in these re-
gions. In contrast to most neutral-neutral reactions, exother-
mic ion-molecule reactions generally possess no activation bar-
riers, because of the Coulomb energy, and consequently are
fast even at the low interstellar temperatures and densities. For
a review, see Herbst (1987).

FIG. 5. An illustration of a clumpy photodissociation region
(Meixner and Tielens, 1995). The far-ultraviolet photons scat-
ter and penetrate through the interclump material and reach
points deeper in the regions than if the material were uni-
formly spread throughout the region. Photodissociation re-
gions are located on the surfaces of clumps (dark gray) closest
to the UV source and throughout the interclump medium
(light gray).
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scale is roughly the time for the clump to form, which again
is tFUV ! rc0=vt, where vt is the supersonic turbulent speed.
Therefore, impulsive heating is likely the most appropriate
approximation for the turbulent model of clumps in molec-
ular gas.

Let us consider the other situation of long-lived clumps
confined by the ICM. Here, slow heating is generally the
best approximation, but in certain conditions, impulsive
heating may be more appropriate. A common situation
after the turn-on of the OB star may be the advancement of
the ionization front and PDR front into the opaque molecu-
lar cloud, which occurs at speeds vIF " 1 km s#1. In this sit-
uation tFUV is the time for the DF and the IF to move so
that the clump is one FUV optical depth closer to the IF, or
tFUV ! tPDR ¼ XPDR=vIF, where XPDR ¼ N0=nICM is the
thickness of the heated PDR zone in the ICM of density
nICM. The criterion for impulsive heating tFUV < tc is more
easily met by larger clumps that have longer sound crossing
timescales since tFUV is the same for all clumps. This gives us
a limiting size for clumps likely to be impulsively heated,

rc0 > XPDR
cc
vIF

! ð0:3 1ÞXPDR ; ð1Þ

which is on the order of the thickness of the interclump
PDR region itself. Clumps with radii smaller than this are
slowly heated as they emerge from the opaque molecular
cloud into the FUV-irradiated regions. Since we only con-
sider clumps within PDRs that have rc0 < XPDR, pressure-
confined clumps are generally slowly heated in our analysis.

Clumps that undergo slow heating, tFUV4tc, adjust
quasi-statically to the changing FUV flux. Long-lived,
small, pressure-confined clumps advecting into FUV-irradi-
ated regions provide a prime example of this slow evolution.
Such clumps develop a warm PDR surface that slowly gets
warmer, thicker, and less dense. The clump and the heated

PDR surface evolve in near pressure equilibrium, with the
density of the surface decreasing with the rise in its tempera-
ture, such that nPDRTPDR ¼ ncTc ¼ the pressure of the ICM
(assuming that thermal pressure dominates on these small
scales). At any given time, the evolutionary state of a slowly
heated clump is the same as the final state of an impulsively
heated clump exposed to the same local FUV flux. How-
ever, a gradually heated clump constantly adjusts its PDR
surface to maintain pressure equilibrium as the PDR slowly
heats. In contrast, an impulsively heated clump undergoes
shocks and supersonic expanding flows in its attempt to
attain equilibrium. (We note that there is no final equili-
brium state if the interclump pressure is zero.) Rapid photo-
evaporative mass loss can cause an acceleration due to a
rocket effect in very small clumps and move them back into
the shielded cloud. Pressure-confined small clumps, on the
other hand, are not rocketed as they evolve quasi-statically.
In a given FUV field and at a given ICM pressure, the final
equilibrium state of a small clump is either a completely
photodissociated, warm (TPDR), and expanded (but with
P ¼ PICM) region or it may consist of a shielded cold molec-
ular core with the same temperature, density, and pressure
as the original clump but with a heated and more diffuse
protective surface layer of PDR material. In x 5.3 we pro-
vide analytic solutions for these equilibrium structures.
However, in xx 5 and 7 we primarily focus on the interesting
physical processes that occur for clumps that are impul-
sively heated.

5. ANALYTICAL MODELS FOR FUV
PHOTOEVAPORATING CLUMPS

We first provide approximate analytic solutions for the
time evolution of a clump suddenly exposed to FUV radia-
tion, using a few simplifying assumptions. As described in

Fig. 1.—Schematic diagram of PDRs on large scales (e.g., Rosette) and small scales (e.g., Orion Bar). The figure shows blister H ii regions formed by the
massive stars and the PDR bounded by the ionization and dissociation fronts. Clumps in the PDR are exposed to FUV radiation and lose mass by photodisso-
ciation and/or photoevaporation.
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Fig. A.7. Small map showing the line centre intensity of the CO 16–15
line (colour scale). This map corresponds to the 5th representation from
Fig. A.8 where the large clump is sitting at the lower edge, causing a
small ensemble-averaged intensity and optical depth.
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Fig. A.8. Ensemble-averaged intensities of the CO 16–15 line (line cen-
tre). The circles show the results for ten di↵erent realisations of the
ensemble as presented in Fig. A.7. The black line gives the mean value
of the ten maps, namely (7.6 ± 1.0) K where 1.0 is the standard devi-
ation. The red, dashed line gives the value derived by the probabilistic
approach for the same ensemble. Here, the two lines are lying on top of
each other (the di↵erence between the two approaches is about 0.004%
for the line intensities and about 0.8% for the optical depths which are
not shown here).

For the [Cii] line the ensemble-averaged line intensity and
optical depth have been derived for 30 di↵erent realisations of
the ensemble including 20 small and ten large maps. The results
are summarised in Figs. A.3 and A.4 for the intensities and op-
tical depths, respectively. As expected, the averaged values cal-
culated for single realisation in Figs. A.3 and A.4 show some
scatter, which is larger for the smaller maps (this e↵ect is bet-
ter visible in Fig. A.10 where the size-di↵erence between the
maps is larger). The scatter shows us how much single represen-
tations of the ensemble, which might exist in molecular clouds,
can di↵er from the mean value derived with the probabilistic ap-
proach. The black lines give the line intensity or optical depth
averaged over the 30 results of the individual representations.

Fig. A.9. Intensity map showing a representation of the interclump
medium with initially 100 identical clumps (a few clumps have been
cut away during the removal of the edges of the map). The colour scale
gives the line centre intensities of the [Cii] line.
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Fig. A.10. Ensemble-averaged [Cii] line centre intensities of di↵erent
realisations of the interclump-ensemble. The circles show the ensemble-
averaged intensities of ten di↵erent maps containing ten clumps and the
squares give the values for ten di↵erent maps with 100 clumps as pre-
sented in Fig. A.9. The black line gives the mean value of the 20 maps,
weighted by the respective number of grid points. For the maps with ten
clumps the average is (24.4 ± 7.1) K and for the maps with 100 clumps
it is (23.6 ± 1.0) K, where the stated error is the standard deviation. The
red, dashed line gives the value derived by the probabilistic approach
(for NnM=1 = 100 clumps) for the same ensemble. The two results agree
within 0.4% (intensities) and 0.8% (optical depths, not shown).

Within this calculation the maps got di↵erent weights, propor-
tional to their respective sizes. The red, dashed lines show the
ensemble-averaged quantities for the same ensemble, calculated
using the probabilistic approach. For [Cii] the two approaches
agree within 2.6% for line intensities and optical depths.

The reliability of the approach presented here depends on the
size of the calculated maps and on the number of representations
of the ensemble to be averaged over. However, a statistical di↵er-
ence remains between simulating one very large map or several
smaller maps with the same total size. This di↵erence can be un-
derstood from the di↵erent [Cii] maps: while for the large maps
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Fig. 5. Code verification on the STARBENCH early phase test case,
comparing the ionization front position during the pressure-driven ex-
pansion of an Hii region to various analytical prescriptions.

Fig. 6. Code verification on the STARBENCH late phase test case, com-
paring the ionization front position during the pressure-driven expan-
sion of an Hii region to various analytical prescriptions.

test our solver in the di↵erent possible geometries. A comparison
of our results with the analytical solution are shown on Fig. 3 for
the planar case and Fig. 4 for the spherical case. Good agreement
and sharp shock discontinuities (⇠ 2 grid cells) are again found
in this strong shock case.

3.2. STARBENCH test : Pressure-driven expansion of an Hii
region

As a test of the coupling between the hydrodynamics, chem-
istry and radiative transfer modules, we consider the test prob-
lem of the pressure-driven expansion of a spherical Hii re-
gion. This problem has been proposed by Bisbas et al. (2015)
as a standard benchmark for ionizing radiation hydrodynam-
ics codes, comparing the results of numerical codes to vari-
ous analytical prescriptions (Spitzer 1978; Hosokawa & Inut-

Fig. 7. Schematic view of our photoevaporation scenario.

suka 2006; Raga et al. 2012a,b). The initial conditions of this
test consist of a central star emitting 1049 ionizing photons per
second, in a homogeneous atomic medium with mass density
⇢0 = 5.21 ⇥ 10�21 g cm�3. The gas is assumed to be composed
of hydrogen only. An isothermal equation of state is used with
T = 104 K in the ionized gas and either T = 100 K or T = 1000
K in the neutral gas. We implement a pseudo-isothermal pre-
scription using sharp ad hoc cooling functions. The recombina-
tion coe�cient and photoionization cross section used in this test
are ↵B = 2.7 ⇥ 10�13 cm3 s�1 and �̄ = 6.3 ⇥ 10�18 cm2.

In order to test both the early expansion behavior and the
saturation of the Hii region radius at late time, two models were
considered in Bisbas et al. (2015): an early phase model with
neutral gas temperature T = 100 K and run until t = 0.141 Myr
on a grid reaching Rmax ' 1.3 pc, and a late phase model with
neutral gas temperature T = 1000 K and run until t = 3 Myr
on a grid reaching Rmax ' 6 pc. In both cases, we use a grid of
1000 points. We show the comparison of our results with the ref-
erence analytical prescriptions considered in Bisbas et al. (2015)
in Fig. 5 for the early phase model and in Fig. 6 for the late phase
model. In the early phase case, we find our results to follow the
Spitzer formula (Spitzer 1978) at early times before switching to
the Hosokawa-Inutsuka formula (Hosokawa & Inutsuka 2006),
similar to what is found with the multiple numerical codes tested
in Bisbas et al. (2015). In the late case scenario, our results are
intermediate between the Raga I (Raga et al. 2012a) and Raga II
(Raga et al. 2012b) solutions, and follow very closely the time
dependent linear combination of these two solutions proposed in
Bisbas et al. (2015) based on the numerical results of the tested
codes (noted as STARBENCH on Fig. 6). In both cases, we thus
find similar results to other established ionizing radiation hydro-
dynamics codes.

4. Results

As a first application of this code, we investigate the structure
of a photoevaporating PDR front. We consider the edge of a
molecular cloud exposed to stellar irradiation and photoevapo-
rating freely into a low pressure medium. This represents the
phase where the Hii region surrounding the star has broken out
of its parental molecular cloud and into the surrounding di↵use
medium, and the edges of the remnants of the molecular cloud
are being photoevaporated. As we focus on the local structure
of the photoevaporation front, we consider a plane parallel ge-
ometry. A schematic view of this photoevaporation scenario is
presented on Fig. 7.

The initial conditions consist of a uniform molecular
medium (all hydrogen in H2, 90% of carbon in CO with the rest
in atomic carbon) at an initial temperature of 20 K. In order to
allow photoevaporation of the gas towards the star, the boundary
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Fig. 9. Left: Evolution of the structure of the photoevaporating PDR for the example model n0 = 105 cm�3, G0 = 104, T⇤ = 4⇥ 104 K. The density
and temperature profiles (top panel, black and red line respectively), velocity profile (second panel), pressure profile (third panel), and chemical
structure (bottom panel) are shown at five di↵erent times (indicated on the first panel). Right: Zoom on the profile at the final time (5048 yr). The
four panels present the same variables as in the left panels. Also shown are the ionization front (IF, vertical dashed red line), the dissociation front
(DF, vertical dashed yellow line), the 100 K limit (vertical dashed grey line) and the shock front (SF, vertical dashed green line). The location of
the ionized region, atomic layer, and warm molecular layer (see definitions in text) are shown on the third panel.

own shock front, we see that the IF quickly catches up with the
DF (and their shock fronts merge), after which they remain at a
roughly constant distance, preceded by a single shock front. Af-
ter the initial R-type phase, the R-type/D-type transitions and the
transitory perturbations that follow the merging of the two shock
fronts, a quasi-stationary regime seems to be reached after a few
thousand years, in which the front properties vary due to the pro-
gressive extinction of the UV field by the increasing column of
photoevaporated gas.

Figure 9 shows the profile of the main physical and chem-
ical variables at di↵erent times during the propagation of the
fronts. The left panel shows the profiles at five di↵erent times,
while the right panel shows a zoom on the profile at the final
time. The shock front induces the formation of a compressed
layer where the density reaches up to 7 ⇥ 106 cm�3, a factor of
70 above the initial cloud density (cf. top panel). This shock is
driven by the large pressure di↵erence between the unperturbed
cloud, and the compressed layer and ionized region (third panel).
We see that the pressure in the Hii region does not equilibrate
with the low external pressure imposed at the moving bound-
ary (104 K cm�3). This is due to the slightly supersonic velocity
of the photoevaporation flow, which does not allow a rarefac-
tion wave to move towards the photoevaporation front. As a re-
sult, this external pressure has a negligible e↵ect on the results
as long as it is very small compared to the IF and PDR pres-
sures. We however note a clear pressure di↵erence between the
atomic and molecular compressed layer on one hand, and the
ionized region on the other hand, which is the consequence of
the photoevaporation process: the expansion of the photoevap-
orating gas towards the star exerts by reaction a force on the

neutral layer. This di↵ers from expanding (confined) Hii regions
simulations (e.g. Hosokawa & Inutsuka 2006), where the com-
pressed PDR is found to be at pressure equilibrium with the
ionized region. In the final state shown here (t = 5048 yr), the
pressure is P ⇠ 108 K cm�3 in the atomic and molecular PDR,
while it is ⇠ 4 ⇥ 107 K cm�3 in the ionized region. In addition,
we see that after the initial transitory regime that follows the
merging of the IF-induced and DF-induced shocks, the pressure
is roughly constant across the molecular part of the compressed
layer (except close to the shock) and the higher density part of
the atomic region. Pressure gradients are only found close to the
IF, and in the coldest, most inner part of the compressed layer.
This quasi-isobaric profile results in a strong density gradient
with density increasing from the IF to the shock front, follow-
ing the temperature gradient induced by photoelectric heating
in the neutral region. We also notice a temperature spike in the
atomic region, just before the DF, which we found to be caused
by H2 UV pumping heating of the gas in the region where H2
has not yet self-shielded. The ionized photoevaporation flow is
found to have a velocity of ⇠ 10 km/s relative to the molecular
cloud (close to the sound speed in the ionized gas), consistent
with what has been observed in the face-on surface of the Orion
Nebula (Goicoechea et al. 2015). Finally, the shock front prop-
agates at ⇠ 3 km/s, inducing a very thin 300 � 400 K layer at
the back of the compressed layer. Behind the compressed layer,
the gas, while una↵ected dynamically, is heated by photoelectric
heating from the fraction of FUV photons that manage to cross
the compressed layer.

In the following, we will focus on the regions that are rel-
evant to PDR observations: we define the neutral atomic layer
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structure (bottom panel) are shown at five di↵erent times (indicated on the first panel). Right: Zoom on the profile at the final time (5048 yr). The
four panels present the same variables as in the left panels. Also shown are the ionization front (IF, vertical dashed red line), the dissociation front
(DF, vertical dashed yellow line), the 100 K limit (vertical dashed grey line) and the shock front (SF, vertical dashed green line). The location of
the ionized region, atomic layer, and warm molecular layer (see definitions in text) are shown on the third panel.

own shock front, we see that the IF quickly catches up with the
DF (and their shock fronts merge), after which they remain at a
roughly constant distance, preceded by a single shock front. Af-
ter the initial R-type phase, the R-type/D-type transitions and the
transitory perturbations that follow the merging of the two shock
fronts, a quasi-stationary regime seems to be reached after a few
thousand years, in which the front properties vary due to the pro-
gressive extinction of the UV field by the increasing column of
photoevaporated gas.

Figure 9 shows the profile of the main physical and chem-
ical variables at di↵erent times during the propagation of the
fronts. The left panel shows the profiles at five di↵erent times,
while the right panel shows a zoom on the profile at the final
time. The shock front induces the formation of a compressed
layer where the density reaches up to 7 ⇥ 106 cm�3, a factor of
70 above the initial cloud density (cf. top panel). This shock is
driven by the large pressure di↵erence between the unperturbed
cloud, and the compressed layer and ionized region (third panel).
We see that the pressure in the Hii region does not equilibrate
with the low external pressure imposed at the moving bound-
ary (104 K cm�3). This is due to the slightly supersonic velocity
of the photoevaporation flow, which does not allow a rarefac-
tion wave to move towards the photoevaporation front. As a re-
sult, this external pressure has a negligible e↵ect on the results
as long as it is very small compared to the IF and PDR pres-
sures. We however note a clear pressure di↵erence between the
atomic and molecular compressed layer on one hand, and the
ionized region on the other hand, which is the consequence of
the photoevaporation process: the expansion of the photoevap-
orating gas towards the star exerts by reaction a force on the

neutral layer. This di↵ers from expanding (confined) Hii regions
simulations (e.g. Hosokawa & Inutsuka 2006), where the com-
pressed PDR is found to be at pressure equilibrium with the
ionized region. In the final state shown here (t = 5048 yr), the
pressure is P ⇠ 108 K cm�3 in the atomic and molecular PDR,
while it is ⇠ 4 ⇥ 107 K cm�3 in the ionized region. In addition,
we see that after the initial transitory regime that follows the
merging of the IF-induced and DF-induced shocks, the pressure
is roughly constant across the molecular part of the compressed
layer (except close to the shock) and the higher density part of
the atomic region. Pressure gradients are only found close to the
IF, and in the coldest, most inner part of the compressed layer.
This quasi-isobaric profile results in a strong density gradient
with density increasing from the IF to the shock front, follow-
ing the temperature gradient induced by photoelectric heating
in the neutral region. We also notice a temperature spike in the
atomic region, just before the DF, which we found to be caused
by H2 UV pumping heating of the gas in the region where H2
has not yet self-shielded. The ionized photoevaporation flow is
found to have a velocity of ⇠ 10 km/s relative to the molecular
cloud (close to the sound speed in the ionized gas), consistent
with what has been observed in the face-on surface of the Orion
Nebula (Goicoechea et al. 2015). Finally, the shock front prop-
agates at ⇠ 3 km/s, inducing a very thin 300 � 400 K layer at
the back of the compressed layer. Behind the compressed layer,
the gas, while una↵ected dynamically, is heated by photoelectric
heating from the fraction of FUV photons that manage to cross
the compressed layer.

In the following, we will focus on the regions that are rel-
evant to PDR observations: we define the neutral atomic layer
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Fig. 11. Relation between the thermal pressure in the dense structures
of PDRs and the UV intensity G0, see text for references. The dashed
lines show the range of values obtained by Bron et al. (2018) in their
photoevaporating PDR models.

Figure 11 shows that Pth indeed increases with G0. Consid-
ering the very uncertain error bars, we do not provide here a
fitting of the reported points that would provide a more quanti-
tative scaling of Pth with G0. Nevertheless, a visual inspection
of Fig. 11 leads to Pth/G0 = 1–4⇥ 104 K cm�3 except for W49A
that falls below this range. We note that this graph can help
to rationalise the results presented in Stock et al. (2015). In the
two PDRs studied, S 106 and IRAS 23133+6050, the CO SLEDs
are close to those measured in Orion Bar, which could be ex-
plained by a UV radiation field, G0, of a few 104. We can also
comment on the results obtained by Indriolo et al. (2017) on
the CO SLEDs in prototypical massive star-forming regions in
which both a high-UV field and shocks are thought to excite the
gas. Our study suggests that excitation by UV photons also plays
a major role in the case of Orion S and W49N. Indeed both ob-
jects have similar CO SLEDs and W49N/A is found to follow to
some extent the Pth �G0 trend shown in Fig 11. In these objects,
shocks are however also involved; they are likely to be the major
driver for emission in CO lines with Jup > 25 and are revealed
when line profiles can be resolved. For instance, Tahani et al.
(2016) showed that for the CO J = 16–15 line towards Orion S,
there is a narrow (4 km s�1) component associated with the PDR
and a broad (15 km s�1) component associated with shock exci-
tation, both having similar integrated intensities. More detailed
modelling would be necessary to disentangle the contribution of
both excitations on the CO SLEDs.

The obtained Pth–G0 relation can also give us further insights
into the (unclear) origin of the density structures that are found at
the edge of H ii regions (case of Orion Bar) or of atomic regions
(case of NGC 7023 in which no H ii region is present). It sug-
gests that the UV radiation field plays a major role in the com-
pression of the PDR. As the pressures found in the PDRs are sig-
nificantly higher than the pressures found in the H ii regions (e.g.
Pth = 6⇥ 107 K cm�3 in the Orion Bar, Goicoechea et al. 2016),
pressurisation by the thermal pressure of the H ii region (e.g.
in an expanding H ii region) is not su�cient to explain the trend.
Photoevaporation, in which photoheated gas at the ionisation and
dissociation fronts expands into the central cavity and exerts by
reaction a force on the neutral and/or molecular part of the cloud
(Bertoldi 1989; Bertoldi & Draine 1996), could induce compres-
sion of the molecular part of the PDR and explain the pressure
di↵erence with the central ionised or atomic cavity. In addition,

the tight correlation with G0 independently of the presence of
an ionisation front (case of NGC 7023) close to the PDR seems
to indicate that non-ionising (FUV) photons can be at least as
e�cient as ionising photons for this photoevaporation process.
These considerations have found theoretical support in a recent
study by Bron et al. (2018). The authors find that photoevapora-
tion of the illuminated edge of the molecular cloud can indeed
lead to high pressures and account for the Pth-G0 trend. To illus-
trate this result, we show in Fig. 11 the range of values (dashed
lines representing Pth/G0 = 5⇥ 103 and 8 ⇥ 104 K cm�3, respec-
tively) obtained by the authors using their time-dependent hy-
drodynamical PDR code. The agreement with the observations
is striking and opens new perspectives to study dynamical evo-
lution of the strongly illuminated edges of molecular clouds in
massive star-forming regions.

7. Conclusion

Thanks to Herschel, we have measured the CO SLEDs in
two prototypical PDRs: NGC 7023 NW (observed 12CO lines
from Jup = 4–19) and the Orion Bar (observed 12CO lines from
Jup = 4–23). The excitation temperature deduced for Jup � 15
from the rotational diagrams are 112 and 147 K, respectively,
showing the presence of warm CO gas at the irradiated PDR
edge. We have used the Meudon PDR code and more specifi-
cally stationary isobaric PDR models to account for high-J 12CO
lines as well as for H2 and CH+ lines. The thermal pressure value
and a global scaling factor alone were used as free parameters.
The best models were obtained for a gas thermal pressure of
Pth ⇠ 108 K cm�3 and provide a good agreement with the ob-
served values. The prediction made by these models for other
lines from HCO+, O, C, C+, HD, and OH has also been found to
be compatible with the observed values.

Compared to previous works, we found that by simulating
in detail the H2 formation process on grains, its level excitation,
and considering state-to-state chemistry for key reactions, it is
possible to explain line emission of molecules at the edge of
PDRs with a stationary model without the introduction of ad-
hoc hypothesis as clumps or shocks. One of the key mechanisms
to account for warm CO in PDRs is the high e�ciency of H2 for-
mation at the PDR edge, which brings the H/H2 transition closer
to the interface. The gas temperature ranges from 1000 K where
H2 starts to self-shield to 100 K at the C+/C/CO transition. CO
starts to form as soon as H2 appears in the PDR. This is due to
the fact that the warm temperature, high density and presence
of FUV-pumped H2 allow the formation of CH+ via the H2 +
C+ reaction, opening a hot chemistry channel that leads to the
formation of CO. As a consequence, in the framework of these
stationary models, a significant fraction (⇠50% for the models of
the two PDRs presented here) of high-J CO emission is produced
before the C+/C/CO transition. In any case, the separation be-
tween the H/H2 and C+/C/CO transitions is predicted to be very
small (less than one arcsec. at the distance of Orion) and this is
in line with ALMA observations (Goicoechea et al. 2016).

Our results impact our view of the irradiated edge of star-
forming regions and the feedback of star formation on its
parental cloud. In the two prototypical PDRs, NGC 7023 NW
and Orion Bar, we found that the FUV photons from nearby
massive stars have enough energy to explain CO excitation in
mid- and high-J levels. No additional energy source as mechan-
ical heating is required. A comparison of NGC 7023 NW and
Orion Bar with other typical PDRs shows a correlation between
the thermal pressure at the edge of PDRs and the intensity of
the UV radiation field. A similar correlation was recently
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ABSTRACT
High-resolution ALMA images towards the Orion Bar show no discernible offset between the peak
of H2 emission in the photodissociation region (PDR) and the 13CO(3–2) and HCO+(4–3) emission
in the molecular region. This implies that positions of H2 and CO dissociation fronts are indis-
tinguishable in the limit of ALMA resolution. We use the chemo-dynamical model MARION to
show that the ALMA view of the Orion Bar, namely, no appreciable offset between the 13CO(3–2)
and HCO+(4–3) peaks, merged H2 and CO dissociation fronts, and high intensity of HCO+(4–3)
emission, can only be explained by the ongoing propagation of the dissociation fronts through the
molecular cloud, coupled to the dust motion driven by the stellar radiation pressure, and are not
reproduced in the model where the dissociation fronts are assumed to be stationary. Modelling
line intensities, we demonstrate that after the fronts have merged, the angular separation of the
13CO(3–2) and HCO+(4–3) peaks is indeed unresolvable with the ALMA observations. Our model
predictions are consistent with the results of the ALMA observations about the relation of the bright
HCO+(4–3) emission to the compressed gas at the border of the PDR in the sense that the theo-
retical HCO+(4–3) peak does correspond to the gas density enhancement, which naturally appears
in the dynamical simulation, and is located near the H2 dissociation front at the illuminated side of
the CO dissociation front.

Key words: astrochemistry – ISM: abundances – ISM: clouds – dust, extinction –
ISM: individual objects: Orion Bar – photodissociation region (PDR).

1 INTRODUCTION

Young massive stars vigorously interact with surround-
ing molecular clouds. Expansion of ionized gas around a
young massive star(s) is accompanied by a shock wave
propagation into the molecular cloud, as has been shown
both analytically (Spitzer 1978) and with numerical sim-
ulations (e.g., Hosokawa & Inutsuka 2005). But observa-
tional evidence of this process in real H ii regions is scarce
and ambiguous, (Zavagno et al. 2007; Kirsanova et al. 2008;
Gordon & Sorochenko 2009; Anderson et al. 2015), as it is
not easy to prove that a compression wave, accompanied
by ionization and dissociation fronts, does move into the
molecular cloud.

The Orion Bar is an ionized border of a molecu-
lar cloud in the South-Eastern part of the Orion Neb-
ula (e.g., O’Dell 2001), highly irradiated by far ultravio-
let (FUV, 6 < hν < 13.6 eV) photons. Regions of this
kind are usually referred to as photodissociation regions
(PDR). The primary photoionization source of the Orion
Nebula is a massive star θ1C Ori of the spectral type
O7 (Sota et al. 2011) or O6.5V (Tsivilev et al. 2014). Along
with the primary star, other Trapezium stars provide signif-

⋆ E-mail: kirsanova@inasan.ru

icant contribution to the FUV irradiation of the Orion Bar
PDR (Ferland et al. 2012). The Orion Bar is seen almost
edge-on (see e.g. O’Dell 2001), so that we can investigate
how irradiation from the nearby stars penetrates the molec-
ular cloud and changes its chemical and physical structure
(see e.g. studies by Hogerheijde et al. 1995; Jansen et al.
1995; Andree-Labsch et al. 2017).

Sellgren et al. (1990) have found spatial stratifica-
tion, distinguishing an almost parallel ionization front,
3.3µm PAH emission, and 2µm H2 emission. Tielens et al.
(1993), using an equilibrium model of a plane-parallel ir-
radiated cloud, have reproduced the ∼ 10 arcsec offset
between the PAH and H2 emission, and also between
the H2 and CO emission. The study of Tielens et al.
(1993) is based on previous equilibrium model calculations
of Tielens & Hollenbach (1985a) and Tielens & Hollenbach
(1985b), which are now considered as a classic model of a
dense PDR.

However, recent high-resolution ALMA millimetre-
band images presented by Goicoechea et al. (2016) draw
a different picture, in which there is no appreciable offset
between a peak of H2 vibrational emission and an edge of
13CO(3–2) and HCO+(4–3) emission towards the Orion Bar.
Locations of the 13CO(3–2) and HCO+(4–3) emission peaks
coincide with the region of brightest H2 emission that ap-
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Figure 1. Results of the stationary calculation for the Orion Bar. A horizontal axis shows a distance from the inner boundary of the
computational domain, r. A source of UV photons is supposed to be located beyond the left plot border. Red and green dashed lines
show calculated locations of CO and H2 dissociation fronts, respectively.
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Figure 2. Results of the time-dependent calculations for early (t = 2.3 kyr, top row), intermediate (t = 5.0 kyr, middle row), and late
(t = 8.3 kyr, bottom row) time moments. The horizontal axis shows the distance r from the origin of the computational domain. The
source of UV photons is supposed to be located to the left of the computational domain. Left column: theoretical spatial distributions
of Tgas and ngas. Hatched rectangles on the bottom left panel (late time moment) show Tgas and ngas values with the error bars
obtained by Goicoechea et al. (2016) using the equilibrium PDR model. Middle column: spatial distribution of H2, CO and HCO+

relative abundances. Right column: peak intensity of the 13CO(3–2) emission line and integrated intensity of the HCO+(4–3) emission
line. Hatched rectangles with error bars indicate observational values obtained by Goicoechea et al. (2016). Red and green dashed lines
show theoretical locations of the CO and H2 dissociation fronts, respectively.
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Figure 2. Results of the time-dependent calculations for early (t = 2.3 kyr, top row), intermediate (t = 5.0 kyr, middle row), and late
(t = 8.3 kyr, bottom row) time moments. The horizontal axis shows the distance r from the origin of the computational domain. The
source of UV photons is supposed to be located to the left of the computational domain. Left column: theoretical spatial distributions
of Tgas and ngas. Hatched rectangles on the bottom left panel (late time moment) show Tgas and ngas values with the error bars
obtained by Goicoechea et al. (2016) using the equilibrium PDR model. Middle column: spatial distribution of H2, CO and HCO+

relative abundances. Right column: peak intensity of the 13CO(3–2) emission line and integrated intensity of the HCO+(4–3) emission
line. Hatched rectangles with error bars indicate observational values obtained by Goicoechea et al. (2016). Red and green dashed lines
show theoretical locations of the CO and H2 dissociation fronts, respectively.
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ABSTRACT

Context. A significant fraction of the molecular gas in star-forming regions is irradiated by stellar UV photons. In these environments,
the electron density (ne) plays a critical role in the gas dynamics, chemistry, and collisional excitation of certain molecules.
Aims. We determine ne in the prototypical strongly irradiated photodissociation region (PDR), the Orion Bar, from the detection of
new millimeter-wave carbon recombination lines (mmCRLs) and existing far-IR [13C ii] hyperfine line observations.
Methods. We detect 12 mmCRLs (including ↵, �, and � transitions) observed with the IRAM 30 m telescope, at ⇠2500 angular resolu-
tion, toward the H/H2 dissociation front (DF) of the Bar. We also present a mmCRL emission cut across the PDR.
Results. These lines trace the C+/C/CO gas transition layer. As the much lower frequency carbon radio recombination lines, mmCRLs
arise from neutral PDR gas and not from ionized gas in the adjacent H ii region. This is readily seen from their narrow line profiles
(�v = 2.6 ± 0.4 km s�1) and line peak velocities (vLSR = +10.7 ± 0.2 km s�1). Optically thin [13C ii] hyperfine lines and molecular
lines – emitted close to the DF by trace species such as reactive ions CO+ and HOC+ – show the same line profiles. We use non-LTE
excitation models of [13C ii] and mmCRLs and derive ne = 60–100 cm�3 and Te = 500–600 K toward the DF.
Conclusions. The inferred electron densities are high, up to an order of magnitude higher than previously thought. They provide a
lower limit to the gas thermal pressure at the PDR edge without using molecular tracers. We obtain Pth � (2�4)⇥108 cm�3 K assuming
that the electron abundance is equal to or lower than the gas-phase elemental abundance of carbon. Such elevated thermal pressures
leave little room for magnetic pressure support and agree with a scenario in which the PDR photoevaporates.
Key words. astrochemistry – photon-dominated region – HII regions – ISM: clouds

1. Introduction

Much of the mass and most of the volume occupied by molec-
ular gas in star-forming regions lies at low visual extinction
(AV < 6, e.g., Pety et al. 2017). This means that, in the vicinity
of OB-type massive stars, a significant fraction of the molec-
ular gas is irradiated by relatively intense UV photon fluxes
(e.g., Goicoechea et al. 2019). The interface layers between the
hot ionized gas and the cold molecular cloud are photodissocia-
tion regions (PDRs; Hollenbach & Tielens 1999). PDRs host the
critical H+/H/H2 and C+/C/CO transition layers of the interstel-
lar medium (ISM). Far-UV (FUV) photons with E < 13.6 eV
permeate molecular clouds, ionizing atoms, molecules, and dust
grains of lower ionization potential (IPs). One signature of FUV-
irradiated gas is an ionization fraction, defined as the abundance
of electrons with respect to H nuclei (xe = ne/nH), higher than
about 10�6. Cold molecular cores shielded from external FUV
radiation show much lower ionization fractions, xe . 10�8,
as the abundance of electrons is driven by the gentle flux of
cosmic-ray particles rather than penetrating stellar FUV photons
(Guelin et al. 1982; Caselli et al. 1998; Maret & Bergin 2007;
Goicoechea et al. 2009).

? Based on observations obtained with the IRAM 30 m telescope sup-
ported by INSU/CNRS (France), MPG (Germany), and IGN (Spain).

Electrons play a fundamental role in the chemistry and
dynamics of the neutral interstellar gas (meaning neutral
atomic or molecular hydrogen, but not ionized). The electron
density (ne) controls the preponderance of ion-neutral reac-
tions, i.e., the main formation route for many ISM molecules
(Herbst & Klemperer 1973; Oppenheimer & Dalgarno 1974).
The ionization fraction also controls the coupling of matter and
magnetic fields. In addition, in high xe environments, the large
cross sections for inelastic collisions of electrons with certain
high-dipole molecules such as HCN provide an additional source
of rotational excitation (Goldsmith & Kau↵mann 2017). In these
cases, the observed molecular line emission is no longer con-
trolled by the most abundant collisional partner, H2. Hence, the
actual value of ne a↵ects how gas densities are estimated.

A direct determination of ne in molecular clouds is usu-
ally not possible and we have to rely on indirect methods
such as the observation of molecular ions and chemical mod-
eling. In FUV-illuminated environments, electrons are supplied
by the photoionization of abundant elements such as carbon
and sulfur (both with IP< 13.6 eV), and also by the photoelec-
tric e↵ect on dust grains and polycyclic aromatic hydrocarbon
(PAH) molecules (Bakes & Tielens 1994). In di↵use and translu-
cent clouds, and at the FUV-irradiated edges of dense molec-
ular clouds, most electrons arise from the ionization of carbon
atoms. Carbon recombination lines (CRLs), in which a free
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Appendix A: Additional table and figure

Fig. A.1. Carbon recombination lines between 80 GHz and 116 GHz detected with the IRAM 30 m telescope toward the Orion Bar (DF position).
The dashed lines indicate the LSR velocity (10.7 km s�1) of the molecular gas in the PDR. The red and green curves show Gaussian fits to the
Cn↵ and Hen↵ lines, respectively. We use these fits to determine the contribution of He recombination line wings to the emission observed in the
velocity range of the Cn� and Cn� lines. We note the di↵erent abscissa and ordinate axis scales.

Table A.1. Line spectroscopic parameters obtained from Gaussian fits to the observed mmCRLs (see Sect. 2).

Line Frequency
Z

TMB dv (a),(b) vLSR
(b) �v (b)

TMB
(a)

S/N (c) HPBW (d)

(MHz) (mK km s�1) (km s�1) (km s�1) (mK) (arcsec)

C42↵ 85731.14 226.8 (10.5) 10.6 (0.1) 2.6 (0.1) 83.1 21 28.7
C41↵ 92080.35 248.9 (14.2) 10.8 (0.1) 2.7 (0.1) 85.6 17 26.7
C40↵ 99072.36 172.6 (7.2) 10.7 (0.1) 2.5 (0.1) 63.6 23 24.8
C39↵ 106790.61 190.9 (13.3) 10.7 (0.1) 2.9 (0.2) 53.5 12 23.0
C38↵ 115331.91 163.9 (19.6) 10.9 (0.2) 2.4 (0.3) 65.4 5 21.3
C52� 88449.80 53.8 (9.4) 10.7 (0.2) 2.9 (0.5) 24.5 6 27.8
C51� 93654.02 55.2 (8.3) 10.5 (0.2) 2.9 (0.6) 24.8 6 26.3
C50� 99274.72 47.7 (6.0) 10.7 (0.1) 2.7 (0.3) 23.6 8 24.8
C49� 105354.40 42.4 (8.5) 10.6 (0.2) 2.6 (0.5) 21.5 4 23.3
C48� 111940.89 36.9 (11.0) 10.6 (0.2) 2.3 (0.6) 21.8 4 22.0
C60� 84956.76 27.8 (8.2) 10.5 (0.2) 1.7 (0.5) 22.3 5 29.0
C59� 89243.05 35.1 (8.3) 10.9 (0.3) 3.0 (0.6) 15.4 4 27.6

Notes. (a)Intensities in main beam temperature (in units of mK). (b)Parentheses indicate the uncertainty obtained by the Gaussian fitting routine.
(c)Signal-to-noise ratio with respect to the peak line temperature in velocity resolution channels of 0.7 km s�1. (d)The half power beam width
(HPBW) of the IRAM 30 m telescope is well described by HPBW[arcsec] ⇡ 2460/Frequency[GHz].
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- Massive stars drive the evolution of the ISM through UV, winds & SNe explosions à feedback

- Stellar FUV radiation heats the neutral gas, induces dynamical effects, 

and triggers a specific chemistry à PDRs everywhere, at all spatial scales

- Exciting times..  New generation models and observations (SOFIA, ALMA, JWST, etc.)   … 

PAHs (8.0um,  Spitzer/IRAC ~2’’) 
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… projects in which Xander
will be involved - I suspect.

… as future President of Chile
to get ALMA time ??
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